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1 Overview

The openMosix community has provided numerous ways for new users to easily and
rapidly build clusters. Unfortunately, for the community, there are those new users
who want to test openMosix on their own terms but haven’t the understanding
required to do so. These users are often disheartened by their initial experience and
turned away from openMosix, simply because of their own configuration faults.

For these users, this paper will provide a basic, step-by-step process for installing a
working openMosix cluster, using only an off-the-shelf Linux distribution and two
openMosix RPMs.

This build process will not require code modification or compiling, it will be
repeatable, and will not require prior openMosix experience.

It is hoped that this document will help most new openMosix users to understand the
openMosix node and cluster configuration in a “clean” environment, allowing them to
help themselves — to adapt a working model to their own environments.
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2 ltis alittle daunting

2.1 How do I build an openMosix cluster?
That is the question.

Despite the amount of public information available, it seems that there is no shortage
of people who want to try-out openMosix, but are unable to fit the pieces together.
While these people seem genuine in their desire to run openMosix, | have struggled to
explain concepts, both on and off the public lists, to those with configuration issues,
network issues, or a combination of both. In some ways I’m not surprised that these
people are here. There is no single resource that offers a clear and systematic
approach to building an openMosix cluster. However, | feel frustrated knowing that
my efforts are not helping and | can’t imagine how frustrating it must feel to be in this
configuration limbo, where no-one seems able to help.

To contribute further to this problem, the current Linux kernel series is mature and
well set within the 2.6 range. OpenMosix, on the other hand, has only beta versions
of its software for the 2.6 kernels. New users rightly expect to use 2.6 kernel versions
of the openMosix code for their current kernels. Those with enough knowledge to
find and acquire the new code are often not equipped to deal with the issues and errors
that come from running the beta kernel software.

It is against this backdrop of confusion and despair that I offer the following
documentation. Designed to show anyone how to build an openMosix cluster from a
tried-and-true Linux distribution, and with the current production openMosix
packages, this installation procedure requires no software compilation.

2.2 What am | about to build?

This guide will take you through the installation of one PC, to the point that it is able
to join your cluster as an openMosix node. The cluster constructed from this
document can be as simple as two nodes joined via cross-over network cable, or as
complicated as a LAN full of nodes with a router for greater network access. In either
case, the LAN (or LAN segment) is regarded as being equivalent to a VLAN or a
PVLAN - the intention being that all nodes in the cluster are situated within the same
LAN segment (broadcast/multicast domain). For the purposes of this document, this
architecture will be referred to as a “flat cluster network”.

While more complicated architectures are possible, they are not supported by this
document. An example of a more complicated architecture might be where groups of
nodes, belonging to a single cluster, are found on differing LAN segments (LANS,
VLANSs or PVLANS), separated by one or many routers.

If you are having difficulty constructing a complicated architecture, then you should
validate your basic cluster configuration against this document in a flat cluster
network, before continuing.
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The following diagram shows the flat cluster network architecture — note the
minimum requirements;

| Flat Cluster Network Example

| Tuesday, March 28, 2006

Minimum Cluster Requirement \

Optional components include more nodes,
a swilch to support more than two nodes
and a router for reaching other networks

@ Cross-over Cable / Test LAN Segment

|
| Page 1

The IP addressing is arbitrary, but 192.168.100.0/255.255.255.0 will be used, with a
default gateway of 192.168.100.1. PC’s will be 192.168.100.11-192.168.100.254.

2.3 Hardware pre-requisites and preparation
Before you begin to install any software, check off the following list;

1. Working PC (X86 based), with at least 128Mbytes of RAM, 2Gbytes of disk
capacity and a bootable CDROM drive (PC x 2)

CAT-5 cross-over cable (Cable x 1)
Blank CD-R (CD-R x 2)
Internet-connected PC with a CD burner.

You will also need a mechanism to put files on the new node. If you are using a
cross-over cable network, then you will probably want to use the second CD-R to
burn the files on, and transfer them. In the build process these were scp’d from
another workstation on the same LAN.
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3 Acquire the needed software

3.1 Download the Fedora Core 1 Operating System

There is no link from the Fedora Core home page to the Fedora Core 1 (Yarrow)
download page. Fedora Core 1 is required as it is the latest Fedora Core OS to have a

2.4 kernel.
Visit the Fedora Core 1 (Yarrow) download page. In your web browser, perform the
following.
Acti Browse to
ction http://download.fedora.redhat.com/pub/fedora/linux/core/1/

This will display the Fedora Core 1 download site.

[ Fedora Project, sponsored by Red Hat - Opera M=
Fle Edt Vew EBookmarks Feeds Took Help
o - - - - D 7 B fedora.redhat, refl) vl | % too% o] o [E]-
ownload & rojects
redord &D gﬂpja @FAQ
Download Server
Name Last modified Size
@ parent Director
D ERPME/ 14-May-2004 14:42
[ iases 04-Nov-2003 11:49
D x86 64/ 27-Feb-2004 21:46
Copyright © 2003 Red Hat, Inc. All rights reserved.
The Fedora Project is not a supported product of Red Hat, Inc,
Legal | Trademark Guidelines
7 How poce T
Select the 1386 version.
| Action ‘ Click “i386”
Unrestricted Distribution Copyright 2006, Midnight Code Page 7 of 80
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This will display the Fedora Core 1 (Yarrow) Intel-386 architecture version download
options.

‘& Fedora Project, sponsored by Red Hat - Opera [;][E]ﬂ

File Edt View Bookmarks Feeds Took Help

- e - - -G 7B fedora.redhat.c oref1i386] =) e (-] K] -
& Download iﬁ/ Projects @ FaQ

Download Server

Name Last modified  Size
¥ Parent Director
DM 19-Sep-2004 03:00
B2 iser 04-Nov-2003 12101
Dﬂ 01-Mar-2004 13:49

Copyright © 2003 Red Hat, Inc, All rights reserved,
The Fedora Project is not a supported product of Red Hat, Inc.
Leasl | Trademark Guidelines

9 o pooe | [T —

hittp:/fdowrload. fedora.redhat com/publfedorafinucicore/1/386 fisa!

Select the ISO version.

| Action | Click “iso”

This will display the Fedora Core 1 (Yarrow) Intel-386 CDROM images that are
available for download.
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[ Fedora Project, sponsored by Red Hat - Opara

[MENX]

fle Edt View Bookmarks Feeds Toos Help

o-€- -

A | 1 T,

refLfizgsfisof

=] [ oo =] o K-

& Download f? Projects E) FaQ

Name

# Parent Director

MDSSUM

arrow-i386-discl.iso

7] new e | [T TPR—

hitpsfcownioad fedora.redhat oref1

arrow-SRPMS-discl isg

arrow-SRPMS-disc? isg

arrow-SRPMS-discdiso
@
B

arrow-i386-disc2.iso

arrow-i3#6-discd.iso

Download Server

Last modified  Size

disc1.iso

04-Hov-2003 12:00 575

04-Hov-2003 11:39 610M

04-Nov-2003 11;39 610M

04-Nov-2003 11;38 610M

04-Hov-2003 11:38 630M

04-Hov-2003 11:38 637M

04-Hov-2003 11:38 616M

Copyright © 2003 Red Hat, Inc. Al rights reserved.

The Fedora Project is not a supported product of Red Hat, Inc,

Leqal | Trademark Guidelines

Select the yarrow-i386-discl.iso, to download the first Fedora Core 1 CD.

| Action

‘ Click “yarrow-i386-discl.iso”

Your browser download manger should then take control of the download,;

Unrestricted Distribution

Copyright 2006, Midnight Code
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[ S

Download file B9

File warrow-i3ge-discl iso
Server download.Fedora, redhat. com
Type application)ocket-skream

Size 29,5 ME (660,340,736 byt...

Opens with i warrow-i3ge-discl iso

Whauld wau like ko Open ar Save the File?

| Remember choice and do not show dialog again

| Action | Click “Save” to save the download to disk |

The download manager should then retrieve the file from the Internet and store it
locally.
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@ Transfers 110 f:='. .
ﬁﬁ\-‘iew &

o Name Size Progress Time Speed

HELE il L8 R 5 F i 0 Gl =

@ [g] varrow-iage-discl iso 629.8 MB | 0.0%: |1d 10:32:42 5.2 KBj=

From
Ta

Size

Transferred

This may take some time, depending on your Internet connection and available
bandwidth.

Allow this download to complete before moving on to section four (4).
Note that only the first CD is required to successfully complete the installation

described in this document.

3.2 Download the openMosix kernel package
Visit the openMosix home page. In your web browser, perform the following.

| Action ‘ Browse to http://www.openmosix.org/

This will automatically redirect to the openMosix SourceForge page.
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[0 apenbosix, an Open Source Linux Cluster Project - Opera LEEg
Fle Edt Vew EBookmarks Feeds Tooks Help

o - - < T & /7 hup:fiopenmosic. sourceforge.neti =] | B 0% =] 4 [E] -

MNROSIX oo

openMosix is a Linux kernel extension for single-system image clustering which furns a network of ordinary conputers inio a supercompuier.

Introduction Newhies This is the openMosix Project. openMosix’ Project Leader and Founder is Moshe Bar. This page contains only the most current highlights,
News but it provides links to the entire project.

‘What is epenhlosix?

Drstant Clusters Th WMosix C ity makes thi ial project and this is the place where they and their contributions are recognized
e he openMosix Community makes this a very special project and this is the place where they and their contributions are recognized.
Wit Project Team Ci ity Contributions C ity Member Profiles! Cluster Listing

manpages

Search News Breaking News

FAQ

HowTo 2006-03-16 - David Santo Orcero Retums to openMosix User Tools Dev

‘Wiki Contributions

Add-Ons Conumunity elopment

APL

openblosixview

CHediPOinding kX

Report Bugs 2006-02-28 - apentlosix Begins Its Sth Year

Mailing Lists 2006-02-13 - 26 Kernel Userspace Daemon Alpha Testing Ont

RPMs 2006-02-03 - Kis releases Beta rpim for Testers only

CVS (browse) 2006-01-23 - Xen + openMosix 26.15 released to Developers only

Patches

Hacker's Guide Olds - All the Old "News"

People

2.6 Developmeni and “the orld wifh giant sfeps. Itis a world where the sun never sets and where national borders, race and religion have no meaning.
Develrpment ToDo thztcoums is the code, Andthzzfmmzs abundantly, and in kigh quality.” Moshe Bar

SourceForge

Change Log

Make aDonation Linux-openlosixChangeLog

openMosixfuserspace-toolsChangelog
#Hopenmosix at irc freenode et Follow the links above to the CVS Change Logs and click on the (view) of the highest Revision numbe.

Latest Release is available from the SourceF orge Files Sertion which contains the enly officially released files. These inchade source and RFMs for the opeaMosix kemel and
user-land tools. CYS (browse) contains the souree for the latest development snapshot,

Package Sarsion. Dite Fotesiuttor Dovmlosd Enovm Bugs
epehlosixhemd 2 426 24261 Decemier 9, 2004 & B Dovmload Eugs
mane

iy m Ardiives
epenmosix-user 0362 Jaly 29, 2004 g _

n

E.

Dovmdoad Euge

What is openMosix?
openosixis a Linux kernel extension for single-system image clustering. This ketnel extension tums a network of ordinary computers into & supercomputer for Lin
applications.

Once you have installed operMosis, the nodes in the eluster start talking to one another and the cluster adapts itself to the workload. Processes originating from any one node, if
that node is too busy compared to others, can migrate to any other node. openMasix continuously attempts to optimize the resource allocation

7 new page o S

About half-way down that page, you will see the “Latest Release” table. Select the
“Download” link for the openMosix kernel.

| Action ‘ Click “Download” for openMosix-kernel-2.4.26 (version 2.4.26-1) |

This will take you to the openMosix project downloads page, and automatically open
the kernel package to show the kernel package options.
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[@ SourceForge.net: Files - Opera =<

fle Edt View Bookmarks Feeds Toos Help

W= - g # |\ http:fisourceforge.netfprojectishowfiles phpParoup_id=467298package_id=1379678release_id=206775 [Rss]idl f‘\ 100% | ¥ | J" (K] -

SOURCER. RGE

shet Login - Create Account | O Search | [+
SF.net Pr My Page Help
SF et » Projects = opentasix « Files B B 9
openMosix (P stats - Activity: 33.55% I

Summary | Admin | Home Page | Forums | Tracker | Bugs | Support Requests | Patches | Featurs Requests | Mail | Tasks | Docs | Screenshots | News | CVS | Files

You have selected to download the 2.4.26-1 release. AMDZ1 [ﬁ,ﬂ] ol

Below is a list of files contained in this release. Before downloading, you may want to read the Release Notes

Release (date) Filename Downloads Architecture

Latest [512.4.26-1 [Not==] 2004-12.08 085 1)
opendosix-2.4.26-1 bz2 194188 11103 386 Source bz?
openmasickernel-2.4.28-openmosix athlon.rpm 3041776 2080 386 mm
kernel-2.4. 1.i386.rorm 9491539 5387 386 rpm
openmosixkemel-2.4.26-0penmosid iG86.rpm 10242858 1866 i386 rpm
openmosixkemel-2.4.26-0penmosid sre.pm 013240 2554 i386 Source rpm
kernel-gmp-2.4.26-0penmosix athlon.rm 10318819 676 386 o
openmosixkemel-smp-2.4.26-openmosi iB86.ram 10552180 1876 i386 rpm
-k | 24 ixd 386 rpm 39373040 2519 i386 Source rpm
114227641
| Find a Tech Job | | Sponsor Links ‘ ‘ 0STG Services |
GUl based IPS. Download Strata Guard Free Jobs
IEM Middleware on Linux. Secure. Flexible. And a lower TCO PriceGrabber
ServerBeach - Built by Geeks for Geeks Partner Product Offers

Get Broadband

Bbout SourceForgenet  About OSTG  Privacy Statemert  Termsof Use  Advertise  GetSupport  RSS
Powvered by the Saurces from Wa Software
@Copyright 2006 - OSTG Open Saurce Technoingy Graup, All Rights Reserved

[l

7Y newpace [ —

httpi/fp eforge.net}

kermel-2.4,26-openmosixd ovnload i <

The kernel package that you require is openmosix-kernel-2.4.26-
openmosix1.i386.rpm.

| Action ‘ Click ““openmosix-kernel-2.4_26-openmosixl1.i386.rpm”

You should then be presented with a list of available download locations.
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erver: nel-2.4. 1.1 .rpm - era - || O
& i S i ix-kernel-2.4.26 ix1.i386.rpm - Ops |59
fle Edt View Bookmarks Feeds Toos Help
SR AN RN AR B, forge.ne kernel-2.4.26- 1.i386. =] | & w0 =] (= (E] -
SOURCER. RGE 3 =
_,net _ Create, Participate, Evaluate
SF.net Projects My Page Help

You are requesting file: lopenmosix/lopenmosix-kernel-2.4.26-openmosix1.i386.rpm

Please select a mirror ﬁ
F
B = Curitiba, Brazil South America Download invent
- o‘(’:‘gmﬁ (B, (Fraee Europe Download . o o
-condy Simplifying
Bl
EHE /) e, Tainan, Taiwan Agia Download .
= the Integration
OPTUSnerD Sydney, Australia Australia Download of
UNIVERSITY OF KENT
Kent, UK. E D load
UKMRER& ent, urope ownloal Open Source
SURF:net Amsterdam, The Netherlands Europe Download and Linux
™
it W Minneapalis, MM Morth America Download
]%[ﬁgé% Ishikawa, Japan Asia Download .HP LRA brings
i . it all together.
mesh solutions i Duesseldorf, Germany Europe Download
J/ITCH Lausanne, Switzerland Europe Download
HEAHEI@ Dublin, Ireland Europe Download
i i
\‘Imﬂm' Atlanta, GA North America Download
Cas '“(“"': Phaoegnix, AL Morth America Download
gupefb Seattle, Washington Morth America Download TigerDirect.com
Internet Best Computer Deals!
ufpr (BR)
avh (FR)
nche (TW)
optusnet (AL
kert (LK)
[] mew page
hitpz/fp eforge. net, kernel-2,4.26-openmosicl ._mirror=ufpr i

Select an appropriate location. In the example, the first location was selected.

| Action ‘ Click “Download” for the closest or fastest location |

The download page should be updated to reflect the link that will be used to download
the kernel package.
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‘3 ing File: i ix-kernel-2.4.26. ix1.i386.rpm - Opera u@]ﬂ

fle Edt View Bookmarks Feeds Toos Help

A-€- - -G S t eforge.n kernek2.4. 11386, ¥pMi7usE_mirror=ufpr v s (v 4 B

SOURCER. RGE

shet *\_Create, Participate, Evaluate
SF.net Projects My Page Help
Your download should begin shortly. If it does not, try http:/iufpr.dl.sourceforge.net/sourceforgeloper ixlop ix-kernel-2.4.26-

openmosix1.i386.rpm or choose a different mirror [ro
Visual Studio 2005

You are using mirror: Brrerance ©

ufpr.dl.sourceforge.net

S\/ITCH Lausanne, Switzerland Europe Download
\‘IHERMP‘ Atlanta, GA Morth America Download
HEAI‘IE[@ Dublin, Ireland Eurape Download Over 400 new —
e BB features help you
build cleaner code.
SURF: net Amsterdarn, The Nethetlands Europe Download
ey The difference
r W Minneapolis, MN North America Download is obvious.
OPTUSnesD Sydney, Australia Australia Download
mesh solutions i Duesseldor, Germany Eurape Download
BRI
M’V"nem Tainan, Taiwan Agia Download
UNIVERSITY OF KENT
UKMIRROR Kent, UK Europe Download
service
ALST JE 2
]kiﬂhﬁﬁiﬂm Ishikawa, Japan Asia Download
e Sponsored Downloads
= Phoenix, AT Morth America Download

71 new e | [T HRTRO—

The page should auto-refresh to download the file. Your browser download manger
should then take control of the download;

G =

Download file

File openmosiz-kernel-, . penmosix 1,356, rpm
Server ufpr.dl. sourceforge. net
Tvpe application)x-redhat-packag. ..

Size 9.1 ME (9,491,539 bytes)

Cpens with I openmasiz-kernel-2.4,26-0,,., Change. ..

Whould vou like ko Open or Save the File?

Remember chioice and do not show dialog again
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| Action | Click “Save” to save the download to disk

The download manager should then retrieve the file from the Internet and store it
locally.

D Transfers 02:08 .|
A Eyyiew -

Marie Size Progress Tirne _Speed

=] @ openmosiz-kernel-2. 4, 26-0penmosix1Li386.rpm 9.1 MB . 270 |2:08 52.7 kKB/s

Fram
To

Size

Transferred

Allow this download to complete before moving on to section four (4).

3.3 Download the openMosix tools package
Return to the openMosix home page. In your web browser, perform the following.

| Action | Browse to http://www.openmosix.org/

This will automatically redirect to the openMosix SourceForge page.
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[0 apenbosix, an Open Source Linux Cluster Project - Opera LEEg
Fle Edt Vew EBookmarks Feeds Tooks Help

W € o D hupopenmasts sourcsforge.netf =] | oo =] 4 (K-
M SEX the openMosix Project

openMosix is a Linux kernel extension for single-system image clustering which furns a network of ordinary conputers inio a supercompuier.

Introduction Newhies This is the openMosix Project. openMosix’ Project Leader and Founder is Moshe Bar. This page contains only the most current highlights,
Tews but it provides links to the entire project.

‘What is epenhlosix?

Drstant Clusters Th WMosix C ity makes thi ial project and this is the place where they and their contributions are recognized
e he openMosix Community makes this a very special project and this is the place where they and their contributions are recognized.
Wit Project Team C ity Contributions C ity Member Profiles! Cluster Listing

manpages

Search News Breaking News

FAQ

HowTo 2006-03-16 - David Santo Oscero Fetums to openMosix User Tools Dev

‘Wiki Contributions

Add-Ons Conumunity elopment

APL

openblosixview

Report Bugs 2006-02-28 - apentlosix Begins Its Sth Year

Mailing Lists 2006-02-13 - 26 Kernel Userspace Daemon Alpha Testing Ont

RPMs 2006-02-03 - Kis releases Beta rpim for Testers only

CVS (browse) 2006-01-23 - Xen + openMosix 26.15 released to Developers only

Patches

Hacker's Guide Olds - All the Old "News"

People

2.6 Developmeni and “the orld wifh giant sfeps. Itis a world where the sun never sets and where national borders, race and religion have no meaning.
Develrpment ToDo hat counts i the code. Andthzzfmmzs abundantly, and in kigh quality.” Moshe Bar

SourceForge

Change Log

Make aDonation Linux-openlosixChangeLog

openMosixfuserspace-toolsChangelog
#Hopenmosix at irc freenode et Follow the links above to the CVS Change Logs and click on the (view) of the highest Revision numbe.

Latest Release is available from the SourceF orge Files Sertion which contains the enly officially released files. These inchade source and RFMs for the opeaMosix kemel and
user-land tools. CYS (browse) contains the souree for the latest development snapshot,

Package Sarsion. Dite Fotesiuttor Dovmlosd Enovm Bugs
epehlosixhemd 2 426 24261 Decemier 9, 2004 g - Dovmload Eugs
mane

iy m Ardiives
epenmosix-user 0362 Jaly 29, 2004 g _

n
i)

E.

Dovmdoad Euge

What is openMosix?
openosixis a Linux kernel extension for single-system image clustering. This ketnel extension tums a network of ordinary computers into & supercomputer for Lin
applications.

Once you have installed operMosis, the nodes in the eluster start talking to one another and the cluster adapts itself to the workload. Processes originating from any one node, if
that node is too busy compared to others, can migrate to any other node. openMasix continuously attempts to optimize the resource allocation

7 new page o S

hitp:/fsourceforge et project s phpgroup Bpackage_i _id=256794 i -

About half-way down that page, you will see the “Latest Release” table. Select the
“Download” link for the openMosix tools.

| Action ‘ Click “Download” for openMosix-user (version 0.3.6.2) |

This will take you to the openMosix project downloads page, and automatically open
the user (tools) package to show the tools package options.
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[@ SourceForge.net: Files - Opera =<

fle Edt View Bookmarks Feeds Toos Help

| & oo |v] o4 [E] -

o o« o e 7 i 7| b fisourceforge netfprajectishowfiles hp?araup_i

SOURCER. RGE —
shet Login - Create Account | O | Search | &
SEaet Projects My Page Help

SF net » Projects » openhiasix » Files B a8 9

Bstets - rctivity: s0.55% [

p
Summary | Admin | Home Page | Forums | Tracker | Bugs | Support Requests | Patches | Feature Requests | Mail | Tasks | Docs | Screenshots | News | CYS | Files

You have selected to download the 0.3.62 release.
Below is = list of fileg contained in this release. Before downloading, you may want to read the Release Notes

ampnn [

Release date) Filename Size (tytes Downloads Architecture
Latest (=)0.3.6-2 [Note=] 2004-07-23 00.00)
openmosixc-tools-0.3.6-2.i386.rpm 170291 9783 i386 rpm
opEnmMasietools-0.3.6-2.81C.pm 519132 1704 1386 Source rpm
openmosictools-0.3.6-2 tar gz 515181 7327 i386 0z
README-openmosictoals b 8352 212 Platform: text
Independent
Totals: 1 4 1212956 21206
[ Find a Tech Job B sronsortins B o5t services ]
GoTaMyPC49 - Access Your PC from Anywhere Jobs
Help boost sales with BONUS PACKS PriceGrabher
MavinCool, #1 in Portable Spot Cooling Parrer Product Offers
Get Broadband
Aboul SourceForgenet  Aboull OSTG  Privacy Statement  Termsof Use  Adverlise  Gel Support  RSS -
] new page m
hitpz/fp eforge. net, tools-0,5.6- i =

The tools package that you require is openmosix-tools-0.3.6-2.i386.rpm.

| Action ‘ Click ““openmosix-tools-0.3.6-2.1386.rpm”

You should then be presented with a list of available download locations.
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‘Q i Server: i ix-tools-0.3.6-2.i386.rpm - Opera u@]ﬂ

fle Edt View Bookmarks Feeds Toos Help

oo - -G ' forge. 3.6-2.1386.¢ d =] @ too% =] of [E]-

SOURCER. RGE

Jnet _ Create, Participate, Evaluate
SEnet Projects My Page Help
You are requesting file: lopenmosix/op ix-tools-0.3.6-2.i386.rpm
Please select a mirror ﬁ
[ Host ] locaton ] __ Confinent ] __Download | ,F
SURF:net Amsterdam, The Netherlands Europe Download invaent
\"mﬂmx Atlanta, GA Morth America Download Slmp|lfy|ng
mesh solutions u Duesseldorf, Germany Eurape Download the |n1‘eg ration
Phoenix, A7 North America Download of
Dublin, Ireland Eurape Download Open Source
P A A
J%‘[ﬁ%gﬁ Ishikawa, Japan Asia Download cmd l_anX
S\/ITCH Lausanne, Switzerland Europe Download
HP LRA brings
OPTUSner> Sydney, Australia Australia Download it all together.
It
e ) !}f?ﬁ% Teien, Tefwem Aein Download
OVH .~ Find out molei
™~ Paris, France Eurape Download
4 .comi
"
‘m" Minneapolis, MM MNarth America Download
Eu erb Seattle, Washington Morth America Download
Curitiba, Brazil South America Download
UNIVERSITY OF KENT
UKMIRROR Kent, UK Eurape Download
Service

7 ew page | TS

hitp:/p eforge. net, tooks-0.3.6- i -

Select an appropriate location. In the example, the first location was selected.

| Action ‘ Click “Download” for the closest or fastest location |

The download page should be updated to reflect the link that will be used to download
the tools package.
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‘8 ing File: i ix-tools-0.3.6-2.i386.rpm - Opera u@]ﬂ

fle Edt View Bookmarks Feeds Toos Help

LR RE 2 -G k efarge.n I5-0.3.,6-2,1386. rpM7USE _thirror=surfret (=] | o0 v & [E]-

SOURCER. RGE 3
_,net _ Create, Participate, Evaluate

SF.net Projects My Page Help

Your download should begin shortly. If it does not, try http://surfnet.dl.sourceforge.netlsourceforgelopenmosix/openmosix-tools-0.3.6-

2.i386.rpm or choose a different mirror Cumoustr smodG

~Magnoids~
You are using mirror: NEODYMIUM
SURF: net IRON-BORON
RARE EARTH
surfnet.dl.sourceforge.net [macuETs
"
A
mesh solutions u: Duesseldor, Germany Europe Download
UNIVERSITY OF KENT
UKMIRROR Kent, UK Europe Download
servics
\‘mﬁﬂm’ Atlanta, GA North America Download L
“uperb Seattle, Washington Morth America Download
Internet
Tainan, Tatwan Asia Download —~
Curitiba, Brazil South America Download 3
Dublin, Ireland Europe Download L
Lausanne, Switzetland Europe Download
=
Phoenix, AZ Morth America Download " Getit ||
Now at
Amsterdarn, The Nethetlands Europe Download

TigerDirect.com
Minneapolis, MN Morth America Download Best Computer Deals!

[] mew page

The page should auto-refresh to download the file. Your browser download manger
should then take control of the download;

P

Download file

File openmosix-tools-0,3,6-2,i336, rpm
Server surfnet.dl. sourceforge. net
Tvpe application)x-redhat-packag. ..

Size 167 KB (170,291 bytes)

Cpens with I openmasiz-tools-0,3.6-2.i3. Change. ..

Whould vou like ko Open or Save the File?

Remember chioice and do not show dialog again
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| Action ‘ Click “Save” to save the download to disk

The download manager should then retrieve the file from the Internet and store it
locally.

D Transfers 00:09 8
) Wiew = i
oo Name Size Progress Tirne Speed
e a0 R g b 4
@ openmosix-tools-0.3.6-2.i386.rpm 167 KB Done

@ @ openmosix-kernel-2.4. 26-openmosix 1. i386.rpm 9.1 ME |09 26,6 KB/s

Fram
To
Size

Transferred

Allow this download to complete before moving on to section four (4).

3.4 Burn the software to CDROM

Depending on the operating system and CD utilities that you have available to you,
there are a number of ways to burn this content to CDROM - these will not be
described here.

Ensure that the Yarrow 1SO image is burnt to the first disc (as a whole disk image).

| Action ‘ Burn “yarrow-i386-discl.iso” as a whole disk image, to a CD-R |
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Then burn the two openMosix files to the second disc.

Burn “openmosix-kernel-2.4_26-openmosixl1.i386.rpm” and

Action | «.gpenmosix-tools-0.3.6-2.i386.rpm” to the second CD-R
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4 Install and configure a node

4.1 Bootto the first Yarrow CD

Insert the Yarrow (Fedora Core 1) CD into the CDROM drive of the computer to be
built as the new node. Boot the computer.

| Action | Insert the Yarrow CD into the PC, and then boot from the CD

The PC will boot to the following screen.

£ FC1 Mode1 - ViMware Workstation

File Edt Wiew WM Team Windows Help

Fedora

Fedora Core i

— To install or upgrade in graphical mode, press the <EMTER> key.
— To install or upgrade in text mode, type: linux text <ENTER>.

— Use the function keys listed below for more information.

boot: _

The OS installation will be performed as a “text mode” installation. To install
RedHat’s Fedora Core 1 in this mode, boot with option “linux text”.

| Action ‘ At the CD boot prompt, enter “linux text” and press enter
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L4 FC1 Mode1 - VMware Workstation
File Edit “ew %M Team ‘Windows Help

|
I

Fedora Core |

— To install or upgrade in graphical mode, press the {ENTER>: key.
— To install or upgrade in text mode, type: linux text <{ENTER>.

— Use the function kepz listed below for more information.

boot: linux text

Allow the installer to start the installation program. It will begin with the media
checking program.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Lelcome to Fedora Core

| CD Found |

To begin testing the CD media before
installation press OK.

Choose Skip to skip the media test
and start the installation.

{Tab>-<Alt-Tab> between elements | <Space’> selects | <F1Z2> next screen

There is no need to check the CD media, select “Skip”.

| Action | Skip the CD media check, select “Skip” and press enter

The Yarrow installation program will now begin to take installation configuration
options.
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4.2 Configure the hardware environment

Welcome to the real start of Yarrow installation process. The installer will display the
“Welcome to Fedora Core” screen.

L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Fedora Core |
Welcome to Fedora Core!?

This installation process iz outlined in detail
in the Official Fedora Core Installation Guide
available from Red Hat, Inc. If you have access
to this manual, you should read the installation
section before continuing.

If you have purchased Official Fedora Core, be

sure to register your purchase through our web
zite, hitp:/ wai.redhat.com- .

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

At the “Welcome to Fedora Core” screen, select “Ok”.

| Action | At the Welcome screen, select “Ok” and press enter

The installer will move on to language selection.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

Language Selection

What language would you like to use
during the installation process?

Chinese(Simplified)

Chinese(Traditional) £
Croatian

Czech

Danish

Dutch

English |

French

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

As this document has been written in English, this will be used as the language
default. At the “Language Selection” screen, select “English”, then “Ok”.

At the Language Selection screen, select “English”, then select

Action | «ok~ and press enter

The installer will move on to keyboard selection.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

Keyboard Selection

Which model keyboard is attached
to this computer?

=lovene
speakup
speakup-1t
su-latinl
troq

ua

uk

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

As this document has been written in Australia, local keyboard type (US) will be used
as the default. At the “Keyboard Selection” screen, select “us”, then “Ok”.

At the Keyboard Selection screen, select “us”, then select “0k”

Action and press enter

The installer will move on to mouse selection.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Mouse Selection |
Which model mouse iz attached to this computer?
Microsoft - Compatible Mouse (serial)
Microsoft - IntelliMouse (P5-2)
Microsoft - IntelliMouse (serial)
Microsoft - IntelliMouse Optical (USB)
Microsoft - Rev Z.1A or higher (serial)
Mouse Systems - Mouse (serial)

Sun - Mouse

1 Emulate 3 Buttons?

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

This system will not be configured with an X11 (X-Windows) interface — there will
be no Graphical User Interface. No mouse will be required.

At the “Mouse Selection” screen, select “No - mouse”, then “Ok”.

At the Mouse Selection screen, select “No - mouse”, then select

e “Ok” and press enter

The installer will move on to monitor selection.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Monitor Configuration |

Select the monitor for your system. Use the ’Default’
button to reset to the probed values.

Monitor: Unprobed Monitor

HSync Rate: 31.5-37.9
USync Rate: SH-78

Default Back

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

As this system will not be configured with an X11 interface, there won’t be a
requirement for any graphical display modes. The monitor won’t leave its default
80x25 terminal mode.

At the “Monitor Configuration” screen, select “Ok” (even for “Unprobed Monitor”
types).

At the Monitor Configuration screen, select “Ok” and press

Action enter

The installer will move on to the monitor validation screen.

Unrestricted Distribution Copyright 2006, Midnight Code Page 30 of 80



White Paper
Instant openMosix
How to build a working openMosix cluster without touching a compiler

L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Monitor Unspecified |
You have not selected a monitor type. It iz recommended

you choose the closest matching model in order to have
the highest possible display gquality.

Chooze monitor type

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

If the monitor on the PC being built is not recognised, you may be prompted to accept
the default configuration settings. These settings should be fine for any monitor not
switching to high resolution graphical modes.

If it appears, at the “Monitor Unspecified” screen, select “Proceed”.

At the Monitor Unspecified screen, select “Proceed” and press

Action e

With the hardware environment configured, the Yarrow installation program will now
begin to tune the type of installation, and partition the disks accordingly.
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4.3 Configure the installation type and disk configuration

Now that he hardware environment has been configured, the installation process will
identify the build type, and then partition the local disks. The “Installation Type”
screen will be displayed.

EL FC1 Mode1 - VMware Workstation

File Edit Wiew %M Team Windows Help
Fedora Core (C) 2883 Red Hat, Inc.

| Imstallation Type |

What type of system would you like to install?

Personal Desktop
Workstation
Server

ustom

<Tab>-<Alt-Tab> between elements i <3pace> selects i <F1Z2> next =screen

As a demonstration, there is no need for a complex or massive installation in order to
support openMosix. The build type selected here will be used to minimise the total
quantity of software installed.

At the “Installation Type” screen, select “Custom” and then “OKk”.

At the Installation Type screen, select “Custom”, then select

e “Ok” and press enter

The installer will move on to the disk partitioning setup screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Disk Partitioning Setup |

Automatic Partitioning sets partitions based on the
selected installation type. You also can customize
the partitions once they have been created.

The manual disk partitioning tool, Disk Druid,
allows you to create partitions in an interactive
environment. You can =set the file system types,
mount points, partition sizes, and more.

Autopartition Disk Druid

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

During testing it was found that the “Autopartition” option would not always work.
For reliability, the “Disk Druid” (manual) option has been documented.

At the “Disk Partitioning Setup” screen, select “Disk Druid”.

At the Disk Partitioning Setup screen, select “Disk Druid”, and

AEIDR press enter

The installer will move on to the disk partitioning warning screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Warning |

The partition table on device sda was
unreadable. To create new partitions
it must be initialized, causing the
loss of ALL DATA on this drive.

This operation will override any
previous installation choices about
which drives to ignore.

Would you like to initialize this
drive, erasing ALL DATA?

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

All data on your computer’s hard disk will be destroyed. Accepting this warning
message will lead to the unrecoverable deletion of all of your data!

At the disk partitioning “Warning” screen, select “Yes”.

At the disk partitioning Warning screen, select “Yes”, and

AEIDR press enter

The installer will move on to the disk partitioning configuration screen.

NB: If you are not using a blank hard disk (i.e. this hard disk has had a previous
Operating System installed) then you will need to delete any existing partitions.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Partitioning |

Device Start End Size Type Mount Point
dev-sda
Free =space 1 768 1535M Free space

Fi-Help FZ-New F3-Edit F4-Delete F5-Reset Fi12-0K

Starting with a blank disk (see note above if old partitions exist)
At the disk “Partitioning” screen, select “New”.

| Action ‘ At the disk Partitioning screen, select “New”, and press enter

The installer will move on to the add partition screen.
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4 FC1 Mode1 -

Viware Workstation

)

File  Edit  Wiew
Fedora Core

WM Team ‘Windows Help
(C) 2883 Red Hat, Inc.

| Add Fartition |
Mount Point:<Not fipplicable>
File System type: fAllowable Drives:
TR |
vfat
Size (MB): (=) Fixed Size:
( ) Fill maximum size of (MB):

C ) Fill all available space:

L

Fi-Help

FZ-New F3-Edit F4-Delete F5-Reset Fi12-0K

The first file system is swap — this is the computer’s swap-space for use in cases of

high memory

demand.

Select the file system type of “swap”, enter the size in Mbytes of “256”, then select

“Ok”.

Action

At the Add Partition screen, select the File System Type of
“swap”, enter the Size of “256”, select “Ok” and press enter

The installer will move on to the disk partitioning configuration screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Partitioning |

Device Start End Size Type Mount Point
dev-sda
=dal 1 128 £55M =wap
Free space 129 768 1284M Free space

Fi-Help FZ-New F3-Edit F4-Delete F5-Reset Fi12-0K

You should now have one partition, of type “swap”, in the partition table. The rest of
the disk should be labelled as “Free space”. Now, create the system partition.

At the disk “Partitioning” screen, select “New”.

| Action ‘ At the disk Partitioning screen, select “New”, and press enter

The installer will move on to the add partition screen.
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)

L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Add Fartition |

Mount Point : RN

File System type: fAllowable Drives:

ext?
"

Size (MB): ( ) Fixed Size:
) Fill maximum size of (MB):
() Fill all available space:

L

Fi-Help FZ-New F3-Edit F4-Delete F5-Reset Fi12-0K

The second file system is the system partition — this is going to be the partition used
for the computer’s root file system, and will house all of the software stored on this
computer. It will fill all of the remaining space of the disk — this must be at least
1.2Gbytes.

Enter a Mount Point of “/”, select the file system type of “ext3”, select the “Fill all
available space” option, then select “Ok”.

At the Add Partition screen, enter a Mount Point of “/”, select
Action the File System Type of “ext3”, select the “Fill all available
space” option, select “Ok” and press enter

The installer will move on to the disk partitioning configuration screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Partitioning |

Device Start End Size Type Mount Point
dev/sda
=dal 1 644 1279 ext3 s
sdaZ 641 768 Zo6M  swap

Fi-Help FZ-New F3-Edit F4-Delete F5-Reset Fi12-0K

You should now have two partitions; sdal of at least 1.2Gbytes at mount point “/”,
and sda2 of about 256Mbytes of type “swap”, in the partition table. There shouldn’t
be and free space left on the disk.

At the disk “Partitioning” screen, select “Ok”.

| Action ‘ At the disk Partitioning screen, select “Ok”, and press enter

The installer will move on to the boot loader configuration screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

Boot Loader Configuration

Which boot loader would you like to use?

(=) Use GRUB Boot Loader
( ) No Boot Loader

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

The default boot loader is Grub. It is a suitable boot loader for this computer.
At the disk “Boot Loader Configuration” screen, select “Ok”.

At the disk Boot Loader Configuration screen, select “0Ok”, and

Action press enter

The installer will move on to the boot loader configuration options screen.
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L4 FC1 Mode1 - VMware Workstation

File  Edit

Fedora Core (C) Z2AH3 Red Hat, Inc.

WM Team ‘Windows Help

A few systems will need to pass special options to the kernel
at boot time for the system to function properly. If you need
to pass boot options to the kernel, enter them now. If you
don’t need any or aren’t sure, leave this blank.

| Boot Loader Configuration |

hdc=ide-scsi

[ 1 Force use of LBA3Z (not normally required)

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

The default boot loader options are fine. In the test case (shown) the VMWare
CDROM drive was automatically configured with the option “hdc=ide-scsi” — there is
no need to add or remove any options to this dialogue.

At the disk “Boot Loader Configuration” options screen, select “Ok”.

Action

At the disk Boot Loader Configuration options screen, select
“0Ok”, and press enter

The installer will move on to the boot loader configuration password screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Boot Loader Configuration |
A boot loader password prevents users from passing
arbitrary options to the kernel. For highest
security, we recommend setting a password, but this
iz not necessary for more casual users.

[ 1 Use a GRUB Password

Boot Loader Password:
Conf irm:

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

There is no need for a Grub password, do not set this option.
At the disk “Boot Loader Configuration” password screen, select “OKk”.

At the disk Boot Loader Configuration password screen, select

Action “0Ok”, and press enter

The installer will move on to the boot loader configuration OS screen.
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)

L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Boot Loader Configuration |

The boot manager Red Hat uses can boot other operating systems
as well. You need to tell me what partitions you would like to
be able to boot and what label you want to use for each of them.

Default Boot label Device
* Fedora Core sdevrszdal

<Space> selects button i <FZ2> select default boot entry i <F12> next screen>

As this is not a multi-boot machine (this computer has only the Fedora Core 1 OS
installed on it) default partition is fine.

NB: Observe the device used for the Boot Loader Configuration (/dev/sdal in this
case). The disk device (/dev/sda in this case) will be used during the openMosix
installation, later in the build process.

At the disk “Boot Loader Configuration” OS screen, select “Ok”.

At the disk Boot Loader Configuration OS screen, select “0Ok”,

e and press enter

The installer will move on to the boot loader configuration installation screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

Boot Loader Configuration
Where do you want to install the boot loader?

dev-sda Master Boot Record (MBR)
sdev/sdal First sector of boot partition

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

The default disk or partition is fine for the Grub installation.
At the disk “Boot Loader Configuration” installation screen, select “Ok”.

At the disk Boot Loader Configuration installation screen,

Action select “Ok”, and press enter

With the installation type and disk configuration established, the Yarrow installation
program will now begin to configure the networking environment for this computer.
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4.4 Configure the network environment

With the build type selected and local disk partitions configured, the installation
process will ask for the network configuration (including the firewall). The “Network
Configuration for eth0” screen will be displayed.

L[ FC1 Node1 - VMware Workstation - @]
File Edit Wiew %M Team Windows Help
Fedora Core (C) 2883 Red Hat, Inc.

)

| Hetwork Configuration for ethB |

Network Device: ethd
Description: Advanced Micro Devices [AMD1i79c378 [PCnet3Z LANCE]

[ 1 Configure using DHCP
[«] Aictivate on boot

I Address 192 .168.168.11
Netmask 255.255.255.8

<Tab>-<Alt-Tab> between elements i <3pace> selects i <F1Z2> next =screen

For simplicity’s sake, this build assumes that you don’t have a DHCP server on your
network (LAN). This, then, allows you to use two PCs with a cross-over cable as the
local LAN segment. The IP addressing selected here is arbitrary, but all PCs must be
in the same subnet (i.e. all in 192.168.100.x/255.255.255.0). PC’s will be assumed to
be in the range of 192.168.100.11-192.168.100.254.

At the “Network Configuration for ethO” screen, de-select “Configure using DHCP”,
enter the “IP Address”, enter the “Netmask’” and then select “Ok”.

At the Network Configuration for ethO screen, de-select
Action “Configure using DHCP”, enter the “IP Address”, enter the
“Netmask”, then select “Ok> and press enter

The installer will move on to the miscellaneous network settings screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit Wiew %M
Fedora Core (C) Z2AH3 Red Hat, Inc.

Team ‘Windows Help

Mizcellaneouzs Network Settings
Gateway:

192.168.1688.1
Primary DHS:

Secondary DNS: NG

Tertiary DNS:

{Tab>-<Alt-Tab> between elements

{Space> selects

<F12> next screen

The default gateway for this LAN segment does not need to be an actual device on the
LAN (as noted in the cross-over example) but does need to be configured. Also, as
you may be using a cross-over cable, and as there is no need for it anyway, no DNS
servers will be entered.

At the “Miscellaneous Network Settings” screen, enter the “Gateway” and then select
“Ok”.

At the Miscellaneous Network Settings screen, enter the

Action | «Gateway”, then select “Ok” and press enter

The installer will move on to the hostname configuration screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Hostname Configuration |

If your sy=ztem is part of a larger network where hostnames are
assigned by DHCP, =elect automatically wia DHCF. Otherwizse,
select manually and enter in a hostname for your system. If you
do not, your system will be known as ’localhost.’

( ) automatically wia DHCP

() manually

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

With no DHCP server in this network, the hostname will be entered manually. The
actual hostname is arbitrary so make it meaningful to your situation.

At the “Hostname Configuration” screen, select “manually”, enter the hostname and
then select “Ok”.

At the Hostname Configuration screen, select “manually”, enter

Action | the hostname, then select “Ok™ and press enter

The installer will move on to the firewall screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Firewall |
A firewall can help prevent unauthorized access
to your computer from the outside world. UWould

you like to enable a firewall?

C ) Enable firewallB(=) No firewall

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

To keep this test as basic as possible, no firewall will be installed. This is a valid
configuration for any private cluster network, but is considered High Risk in multi-
user environments.

At the “Firewall” screen, select “No firewall” and then select “Ok”.

At the Firewall screen, select “No Firewall”, then select “Ok”

Action and press enter

The installer will move on to the firewall warning screen.

Unrestricted Distribution Copyright 2006, Midnight Code Page 48 of 80



White Paper
Instant openMosix
How to build a working openMosix cluster without touching a compiler

L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Warning - No Firewall |

If this system iz attached directly to the Internet or is on
a large public network, it is recommended that a firewall be
conf iqured to help prevent unauthorized access. Howewver, you
have selected not to configure a firewall. Choose "Proceed"
to continue without a firewall.

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

Rightly, the installation program is warning you that you have no firewall configured.
See above for the configuration reasoning.

At the “Warning — No Firewall” screen, select “Proceed”.

At the Warning — No Firewall screen, select “Proceed” and press

Action enter

With the network and firewall configuration established, the Yarrow installation
program will now begin to configure the time, system (root) password and packages
to be installed on this computer.
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4.5 Configure the time, system password, and installation packages

This is the final stage of the Yarrow build process. This section of the installation will
configure additional language support, time, the system (root) password, and any
packages that are to be installed on this computer.

The “Language Support” screen will be displayed.

EL FC1 Mode1 - VMware Workstation

File  Edit

Fedora Core (C) 2883 Red Hat, Inc.

{Tab>~<filt-Tab> between elements i <Space> selects i <F12> next screen

WM Team Windows  Help

| Langquage Support |

Choose additional languages that you would
like to use on this system:

English (New Zealand)
English (Philippines)
English (Singapore)
English (South Africa)l
English

English (Zimbabwe)
Estonian

Faroese (Faroe Islands)

et et b ] b bd d

As this document has been written in English, this will be used as the language
default. At the “Language Support” screen, select “English (USA)”, then “Ok”.

Action

At the Language Support screen, select “English (USA)””, then
select “Ok” and press enter

The installer will move on to the time zone selection screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

Time Zone Selection
What time zone are you located in?
[ 1 3ystem clock uses UTC

fiustral ia-Lord Howe
Australia-Melbourne
Austral iasNSW
Australia-North
Australia-Perth

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

As this document has been written in Australia, the local time zone has been selected.
At the “Time Zone Selection” screen, select “Australia/NSW”, then “Ok”.

At the Time Zone Selection screen, select “Australia/NSW’, then

Action select “Ok” and press enter

The installer will move on to the root password configuration screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Root Password |

Pick a root password. You must type it
twice to ensure you know what it is and
didn’t make a mistake in typing. Remember
that the root password is a critical part
of system security?

Password:
Password (confirm):

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

The system (root) password is arbitrary. Select a password that is agreeable with your
local password policy. For this documentation, the password selected was
“password” — it is not agreeable with any known password policy.

At the “Root Password” screen, enter the “Password” of “password”, enter the
“Password (confirm)” of “password” then “OKk”.

At the Root Password screen, enter the “Password” of
Action “password”, enter the “Password (confirm)” of “password”, then
select “Ok” and press enter

The installer will move on to the package group selection screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

Package Group Selection
Total install size: 518M

[ 1 X Window System
GHNOME Desktop Environment #
KDE Desktop Environment
Editors

Graphical Internet

Text-based Internet
Off ice-Productivity

{Space>, {+>,<{-> selection <F2» Group Details <F12> next screen

The openMosix cluster node requires no additional software. In this example, every
package was disabled. Should you elect to enable additional packages, adjust the disk
space requirements accordingly, and be prepared to download and burn additional
Yarrow CD’s.

At the “Package Group Selection” screen, de-select all options, then select “Ok”.

At the Package Group Selection screen, de-select all options

Action | then select “Ok” and press enter

The installer will move on to the installation start screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

Installation to begin

A complete log of your installation will
be in s/root/install.log after rebooting
your system. You may want to keep this
file for later reference.

B

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

This information-only page is a notification of the installation log.
At the “Installation to begin” screen, select “Ok”.

At the Installation To Begin screen, select “Ok” and press

Action B

The installer will install the Yarrow Operating System — this should only take a few
minutes. Once it has done that it will move on to the boot diskette screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Boot Diskette |

The boot diskette allows you to boot
your Fedora Core system from a floppy
diskette. A boot diskette allows you to
boot your system in the event your
bootloader configuration stops working.

It is highly recommended you create a
boot diskette.

Would you like to create a boot diskette?

{Tab>~<Alt-Tab> between elements i <Space> selects i <F12> next screen

There is no need to create a boot diskette — these PCs are far too easy to rebuild from
installation media.

At the “Boot Diskette” screen, select “No”.

| Action ‘ At the Boot Diskette screen, select “No” and press enter |

The installer has exhausted all configuration options. The final screen will be the
completion screen.
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L4 FC1 Mode1 - VMware Workstation

File Edit “ew %M Team ‘Windows Help
Fedora Core (C) Z2AH3 Red Hat, Inc.

| Complete |
Congratulations, your Fedora Core installation is complete.

Remove any installation media (diskettes or CD-ROM=) used during
the installation process and press <{Enter> to reboot your system.

<Enter> to reboot

The installation is complete! At the “Complete” screen, press enter.

| Action | At the Complete screen, press enter

The installer has completed, the PC is now rebooting. Next, you will turn this Fedora
Core 1 (Yarrow) PC into an openMosix node.
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4.6 Customise the new system
The PC will boot to the following boot menu.

@ FC1 Node1 - VMware Workstation g

File Edit Wew %M Team Windows Help

GRUB wversion H.93 (638K lower ~ 14944HK upper memory)

Fedora Core (2.4.27-1.2115.nptl)

U=ze the t and 4 keys to select which entry is highlighted.
Press enter to boot the selected 05, ‘e’ to edit the
commands before booting, 'a® to modify the kernel arguments
before booting, or 'c’ for a command-line.

The highlighted entry will be booted automatically in 5 seconds.

Fedora

This boot menu will display on every boot. The default option is correct. You can
either choose to let it time-out (after about 10 seconds) or you can press enter.

At the “Boot Menu” screen, press enter.

| Action | At the Boot Menu screen, press enter

The PC will proceed to boot the Yarrow OS, where you can then login as root.

At the login: prompt, enter the username ‘“root”, press enter,
then the enter the root password “password”, and press enter

‘ Action

You are now logged on as the super-user (root) on this system, and at the system
prompt.
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& FC1 Mode1 - VMware Workstation

Flle Edit View %M Team ‘Windows Help

edora Core release 1 (Yarrow)
ernel 2.4.22-1.2115.nptl on an i686

cl-nodel login: root

Password :

ast login: Mon Mar 27 22:54:8BZ on ttyl
[root@fcl-nodel rootld _

Despite the build type of “Custom” with no additional “packages”, the default Yarrow
installation runs a number of unnecessary services (daemons). These services can
(and should) be disabled.

At the system prompt, enter the “chkconfig” commands required to disable the
unneeded services.

Enter the following commands at the system prompt, pressing
enter after each;
chkconfig acpid off
chkconfig apmd off
chkconfig atd off
chkconfig gpm off
chkconfig iptables off
chkconfig isdn off
chkconfig kudzu off
Action chkconfig netfs off
chkconfig nfs off
chkconfig nfslock off
chkconfig pcmcia off
chkconfig portmap off
chkconfig rhnsd off
chkconfig saslauthd off
chkconfig sendmail off
chkconfig smartd off
chkconfig yum off

Each command disables one service.
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& FC1 Mode1 - VMware Workstation

Flle Edit View %M Team ‘Windows Help

edora Core release 1 (Yarrow)
ernel 2.4.22-1.2115.nptl on an i686

cl-nodel login: root

Password :

ast login: Mon Mar 27 22:54:8BZ on ttyl
[root@fcl-nodel rootl# chkconfig acpid off
[root@fcl-nodel rootl# chkconfig apmd off
[rootBfcl-nodel rootl# chkconfig atd off
[rootBfcl-nodel rootl# chkconfig gpm off
[root@fcl-nodel rootl# chkconfig iptables off
[root@fcl-nodel rootl#f chkconfig isdn off
[rootBfcl-nodel rootl# chkconfig kudzu off
[rootBfcl-nodel rootl# chkconfig netfs off
[rootBfcl-nodel rootl# chkconfig nfs off
[rootBfcl-nodel rootl#t chkconfig nfslock off
[root@fcl-nodel rootl# chkconfig pcmcia off
[root@fcl-nodel rootl# chkconfig portmap off
[rootBfcl-nodel rootl# chkconfig rhnsd off
[rootBfcl-nodel rootl#t chkconfig saslauthd off
[root@fcl-nodel rootl# chkconfig sendmail off
[root@fcl-nodel rootl# chkconfig smartd off
[root@fcl-nodel rootl# chkconfig yum off
[rootBfcl-nodel rootl# reboot_

To see the effect of disabling these services, the PC will need to be rebooted.
At the system prompt, enter the “reboot” command.

At the system prompt, enter the “reboot” command, and press

Action e

This completes the customisation of the default Yarrow installation. The PC will now
reboot, and you can move on to the openMosix installation.
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4.7 Install openMosix
The following steps will convert your new Yarrow PC into an openMosix node.
Once again the PC will boot to the usual boot menu.

rg{l FC1 Node1 - VMware Workstation EJ

File Edit “ew %M Team ‘Windows Help

GRUB wversion B.93 (636K lower - 149448E upper memory)

Fedora Core (2.4.22-1.2115.nptl)

Use the t and 4 keys to select which entry iz highlighted.
Press enter to boot the selected 05, ‘e’ to edit the
commands before booting, 'a’ to modify the kernel arguments
before booting, or 'c’ for a command-1ine.

The highlighted entry will be booted automatically in & seconds.

Fedora

The default option is correct. You can either choose to let it time-out (after about 10
seconds) or you can press enter.

At the “Boot Menu” screen, press enter.

| Action | At the Boot Menu screen, press enter

The PC will proceed to boot the Yarrow OS, where you can then login as root.
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E¥ Command Prompt ﬂﬂ

>scp openmosix® rootP@l1%2.168.1088.11:/tmp”

The server’'s host key is not cached in the registry. You
have no guarantee that the server is the computer you
think it is.

The server’'s rsa2 key fingerprint is:

csh—rsa 1824 cB:d?:75:62:ea:41:4d:80:Fe:72:fc:81:fc:h5:=ff:=98
If you trust this host. enter "y to add the key to
PulT¥* = cache and carry on connecting.

If you want to carry on connecting just once. without
ladding the key to the cache. enter 'n".

If you do not trust thiz host, press Return to abandon the

ord:
openmozix—kernel—-2_.4_26—0 | 15448 kB-s=s | ETA: AA:8@:-HA | 1086
openmozix—tools-W.3.6-2_1 166.3 kBss | ETA: AA:BAH:-HA 1688:

>

Depending on how you’ve chosen to supply the two openMosix packages to your PC,
this action may not apply.

For this example, the two openMosix packages have been downloaded from the
Internet, onto a PC connected to the cluster LAN. Thus, the two openMosix packages
are able to be “secure copied” to the new Yarrow PC.

At the system prompt of the Internet PC, enter “scp openmosix*
root@192.168.100.11:/tmp/”, accepting the new key and entering the new Yarrow
system’s root password.

At the Internet PC’s system prompt, enter the secure copy
command “scp openmosix* root®192.168.100.11:/tmp/”’, and press
enter; Accept the new SSH key, then enter the new Yarrow PC’s
root password “password”, and press enter

Action

The Internet PC will transfer the two openMosix packages to the new Yarrow PC’s
/tmp directory.
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& FC1 Mode1 - VMware Workstation

Flle Edit View %M Team ‘Windows Help

edora Core release 1 (Yarrow)
ernel 2.4.22-1.2115.nptl on an i686

cl-nodel login: root

Password :

ast login: Mon Mar 27 23:82:16 on ttyl

[root@fcl-nodel rootl#t rpm -ivh Atmpropenmosix-kernel-2.4.26-openmosixl.i386.rpm

Preparing. . . R R R AR R R R R R e [1688:21]
1:openmosix-kernel R R R R R R R e [16882]

[rootBfcl-nodel rootl#t rpm -ivh /tmprsopenmosix-tools-8.3.6-2.i386.rpm

Preparing . . . wifpunggpapREEE R RSEERBHER B ERE SRR RS (168 ]
l:openmosix-tools pi3i3 idiaid it s fiidis bida bR Rididd bt piits bt piinstinidt s il

dit setcsopenmosix.map if you don’t want to use the autodiscovery daemon.

[root@fcl-nodel rootl#t vi retcrgrub.conf_

Its time to returning to the new Yarrow PC to install the openMosix packages.

Install the openMosix kernel by entering the command “rpm —ivh /tmp/openmosix-
kernel-2.4.26-openmosix1.i386.rpm”.

At the Yarrow PC’s system prompt, enter the openMosix kernel
Action installation command “rpm -ivh /tmp/openmosix-kernel-2.4.26-
openmosix1.i386.rpm”, and press enter

Install the openMosix tools by entering the command “rpm —ivh /tmp/openmosix-
tools-0.3.6-2.i386.rpm”.

Then, at the system prompt, enter the openMosix kernel
2.1386.rpm”, and press enter

‘ Action installation command “rpm -ivh /tmp/openmosix-tools-0.3.6-

To make the openMosix kernel the default boot kernel, you will need to edit the boot
loader. Use your favourite unix text editor — this document refers to “vi”.

At the system prompt, enter the boot loader configuration

Action editor command “vi /etc/grub.conf’, and press enter

The editor will then open the /etc/grub.conf file for editing.
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& FC1 Mode1 - VMware Workstation
Flle Edit View %M Team ‘Windows Help

t grub.conf generated by anaconda

t Note that you do not have to rerun grub after making changes to this file
# NOTICE: You do not have a ~boot partition. This means that

all kernel and initrd paths are relative to -, eqg.

root (hdd,8)

kernel sbootrsumlinuz-version ro root=rdevrssdal

initrd sbootrsinitrd-version.img
iboot=rdev/sda

imeout=18
=plashimage=(hd@,8) boot-grubssplash.xpm.gz

itle Fedora Core (2.4.26-openmosixl)
root (hdB,8)
kernel -sboot/umlinuz-2.4.26-openmosixl ro root=LABEL=r hdc=ide-scsi
initrd sbootrsinitrd-2.4.26-openmosixl.img

itle Fedora Core (2.4.22-1.2115.nptl)
root (hdB,8)
kernel sbootrsumlinuz-2.4.22-1.2115.nptl ro root=LABEL=r hdc=ide-scsi
initrd sbootrsinitrd-2.4.22-1.2115.nptl.img

With the text editor open on the boot loader configuration file (/etc/grub.conf) you can
change the default kernel image. To do this, change the line “default=1" to
“default=0", and save the configuration file.

Within the text editor “vi”’, use the “arrow” keys to move the
cursor to the “1” in the “default=1" line, then enter “cl” (for
Action “c”hange “lI”’etter), then enter the number “0”. To exit the
program, saving the changes, press the “ESC” key, then enter
“:wqg” and press enter

The boot loader (Grub) now has the correct configuration file, but the installed Grub
boot loader needs to be updated with the changes.
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& FC1 Mode1 - VMware Workstation

Flle Edit View %M Team ‘Windows Help

[rootBfcl-nodel rootl#t grub-install sdevrsda

Installation finished. No error reported.

This is the contents of the device map sbootsgrubrsdevice.map.
Check if this is correct or not. If any of the lines is incorrect,
ix it and re-run the script “grub-install’.

t this device map was generated by anaconda
(faal sdevsfdB

(hda) sdevrssda

[rootBfcl-nodel rootl# reboot_

Install the new configuration into the boot loader with the command “grub-install
/dev/sda”. Note that “/dev/sda” should be replaced with the value of the disk device
as noted in the Boot Loader Configuration OS screen, for your installation.

At the system prompt, enter the boot loader installation

Action | ommand “grub-install /dev/sda”, then press enter

The boot loader (Grub) now has been installed with the correct configuration. The
system is ready to be rebooted.

At the system prompt, enter reboot command “reboot”, then press

Action enter

This new Yarrow system will now boot as a fully operational openMosix node.
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4.8 Re-use these steps

These installation steps (all of section 4) will be repeated for each new PC that you
would like to build as an openMosix node. All that is required is a new IP address
and a new name to be selected, per PC/node.

Repeat all steps in section 4, with a second PC, to
Action successfully complete the installation of two (2) openMosix
nodes

You must successfully complete the installation of at least two nodes before
continuing past this point.

| Action | Do not continue past this point until you have two nodes

Unrestricted Distribution Copyright 2006, Midnight Code Page 65 of 80



White Paper
Instant openMosix
How to build a working openMosix cluster without touching a compiler

5 Building the cluster

5.1 Cluster construction notes

Please note that the following steps are not mandatory. They have been included to
provide a means for you to validate the successful operation of your new cluster, and
to show you how the cluster is formed, automatically, from a number of nodes on a
single LAN segment (or two nodes on a cross-over cable).

This section does assume that you have built two (2) nodes, per the instructions in the
previous section. The first node is fc1-nodel at 192.168.100.11, and the second is
fcl-node2 at 192.168.100.55.
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5.2 Build the cluster
Start with both nodes powered off.

Boot the first node, and wait until it displays the boot menu. If the node has been
built correctly, the default boot option will be the openMosix kernel for your Yarrow
Os.

r@ FC1 Mode1 - VMware Workstation [3?

File  Edit  Wiew %M Team ‘Windows Help

GRUB wversion B.93 (638K lower ~ 149448K upper nemnory)

Fedora Core (2.4.26-openmosixl)
Fedora Core (2.4.22-1.2115.nptl)

Use the T+ and 4 keys to select which entry is highlighted.
Press enter to boot the selected 0S, ‘e’ to edit the
commands before booting, ‘a’ to modify the kernel arguments
before booting, or 'c’ for a command-line.

The highlighted entry will be booted automatically in 9 seconds.

Fedora

The default option is correct. You can either choose to let it time-out (after about 10
seconds) or you can press enter. At the “Boot Menu” screen, press enter.

| Action | At the Boot Menu screen, press enter

The PC will proceed to boot the Yarrow OS, where you can then login as root.
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& FC1 Mode1 - VMware Workstation

Flle Edit View %M Team ‘Windows Help

edora Core release 1 (Yarrow)
ernel 2.4.26-openmosixl on an i68B6

cl-nodel login: root

Password :

ast login: Mon Mar 27 23:17:88 on ttyl
[root@fcl-nodel rootl# showmap
My Node-Id: Bx648b

Base Node-Id Address Count

192 .168.1868.11 1

[root@fcl-nodel rootld _

The “openMosix map” is the record that details what nodes are included in the cluster,
by IP address. The map itself is stored within the openMosix kernel. To see the
openMosix map, at the system prompt, run the command “showmap”.

| Action ‘ At the system prompt, enter the command ‘“showmap”, press enter

As only one node has been booted on this LAN, the map will show one IP address
with a count of 1 node — this node.
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& FC1 Mode2 - VMware Workstation

Flle Edit View %M Team ‘Windows Help

edora Core release 1 (Yarrow)
ernel 2.4.26-openmosixl on an i68B6

cl-nodeZ login: root

Password :

ast login: Mon Mar 27 23:39:59 on ttyl
[root@fcl-nodeZ rootl# showmap
My Node-Id: Bx6437

Base Node-Id Address Count

192 .168.188 .55 1

[rootBfcl-nodeZ rootld _

Shutting down the first node, and repeating the boot, logon and showmap command
sequence on the second node, you will see that there is only one node here, too; the
local node.

Shut-down the first node, from its system prompt, with the
following command “shutdown —g0 —y —i0”, and press enter; boot
the second node, login to it as root, then at its system
prompt, enter the command “showmap’, press enter

Action

As only one node has been booted on this LAN, the map will show one IP address
with a count of one node — this node.
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L FC1 Node1 - VMware Workstation

Flle Edit View %M Team ‘Windows Help

Fedora Core release 1 (Yarrow)
Kernel 2.4.26-openmosixl on an i686

fcl-nodel login: root

192.168.188.11 1
192.168.188.55 1
[rootBfcl-nodel rootlf _

Leaving the second node alone, boot the first node. By the time you have logged in to
the system as root, and executed “showmap”, you should find that two nodes have
been recorded in the node’s cluster map.

Boot the first node, logon, and then, from that node’s system

ARl prompt, enter the following command ‘“showmap’”, and press enter

As both nodes have been booted on this LAN, the map will show two IP addresses
with a count of 1 node each — this node (the first node) and the other node (the second
node).

Unrestricted Distribution Copyright 2006, Midnight Code Page 70 of 80



White Paper
Instant openMosix
How to build a working openMosix cluster without touching a compiler

Q:J FC1 MNode2 - YMware Workstation Q@]

Flle Edit View %M Team ‘Windows Help

Fedora Core release 1 (Yarrow)
Kernel 2.4.26-openmosixl on an i686

fcl-nodeZ login: root

xb437 192 .168.188 .55 ak

[rootBfcl-nodeZ rootl#t openMosix configuration changed: This is openMosix #25655
(of 2 configured)

openMosix #25655 is at IP address 192.163.188.55

openMosix #25611 is at IP address 192.168.188.11

Returning to the second node, an openMosix kernel message should have been output
to the screen, beginning “openMosix configuration changed”. This message should
show the node numbers and their IP addresses as logged at the moment of discovery.

Note the two IP addresses, one for the local node (the second node) and one for the
other node (the first node).
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Q:J FC1 MNode2 - YMware Workstation Q@]

Flle Edit View %M Team ‘Windows Help

e )

re release 1 (Yarrow)
Kernel 2.4.2b-openmosixl on an i686

fcl-nodeZ login: root

Password:

Last login: Mon Mar 27 23:39:59 on ttiyl
[root@fcl-nodeZ rootl# showmap

My Node-Id: Bx6437

Base Mode-Id Address Count

192 .168.188 .55 1

[rootBfcl-nodeZ rootl# openMosix configuration changed: This is openMosix #25655
(of 2 configured)

openMosix #25655 iz at IP address 19Z.168.188.55

openMosix #25611 is at IP address 192.163.1688.11

[rootBfcl-nodeZ rootl# showmap
My Node-Id: Bx6437

Base Mode-Id Address Count
192.168.188 .55 1

192.168.188.11 1
[rootBfcl-noded rootlf _

Staying with the second node, running “showmap” will show the kernel’s openMosix
map — confirming that there are now two nodes in the openMosix map on both nodes.

| Action | At the system prompt, enter the command ‘“showmap”, press enter |

As both nodes have been booted on this LAN, the map will show two IP addresses
with a count of 1 node each — this node (the second node) and the other node (the first
node).

Both nodes must have the same cluster map. The example cluster has met that
prerequisite. The next step is to test the cluster, and its process migration.
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5.3 Test the cluster

Start with both nodes powered on. If you are testing your cluster from first principles
then you should have successfully passed the “showmap” tests above.

For the purposes of this test, the selection of a node is arbitrary as either node will
operate as a “home node”. However, for ease of reference, return to the first node.

E1] FC1 Hode - VMware Workstation J@w

Fle Edit ‘Wiew %M Team ‘Windows Help
F{i‘?&;’ 1&5Fc1llode1 [

Fedora Core release 1 (Yarrow)
Kernel 2.4.26-openmosixl on an i686

)

fcl-nodel login: root

Password:

Last login: Mon Mar 27 23:43:58 on ttiyl
[root@fcl-nodel rootl# showmap

My Node-Id: Bx648hb

Base Mode-Id Address Count

192 .168.188.11 1
192.168.188.55 1
[rootBfcl-nodel rootl# vi stmpromtest.sh_

You are going to create a small perl script that will endlessly consume processor
resources. To create this script, open a new text file in your unix text editor with the
command “vi /tmp/omtest.sh”.

On the first node, at the system prompt, enter the editor

Action command “vi /tmp/omtest_sh”, press enter

This will cause the editor to open a new editor window for the file /tmp/omtest.sh.
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L FC1 Node1 - VMware Workstation

File  Edit

View

WM Team ‘Windows  Help

With the text editor open on the new script file (/tmp/omtest.sh) you can insert the
script commands. To do this, press “i”, enter the script as shown, then save by
pressing “ESC”, “:wq”.

Action

Within the text editor “vi”, enter “i” (for “i”’nsert), then
type the following seven lines, pressing enter at the end of
each line;

#1/usr/bin/perl

$i=1;
while($i) {
$i++;

}

To exit the script, saving the changes, press the “ESC” key,
then enter “:wqg” and press enter

The file /tmp/omtest.sh now contains a resource hungry perl script.
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L FC1 Node1 - VMware Workstation

Flle Edit View %M Team ‘Windows Help

"stmpromtest.sh” 7L, 46C written
[rootPfcl-nodel rootl# chmod 755 ~tmpromtest.sh
[root@fcl-nodel rootl#t /tmp-omtest.sh &
[1]1 1745

[rootBfcl-nodel rootl#t stmp-romtest.sh &
[2]1 1746

[rootPfcl-nodel rootl#t ~tmp-somtest.sh &
[3]1 1747

[rootBfcl-nodel rootl# /tmp-somtest.sh
[4]1 1748

[root@fcl-nodel rootl# mosmon_

The new script is not executable, by default. This needs to be corrected; enter the
following permission changing command “chmod 755 /tmp/omtest.sh”.

At the system prompt, enter the permission changing command

ST “chmod 755 /tmp/omtest.sh”, then press enter

The script is now ready to run. Running multiple instances of the script will help to
overload the local node, forcing it to consider pushing one or more instances of the
script to the “less busy” node.

Multiple instances can be run by using the shell “&” directive, to put the command
into the background.

At the system prompt, enter the command “/tmp/omtest.sh &, and
Action press enter; repeat this sequence for a total of four script
launches

There should now be four running instances of “omtest.sh”. This program, being very
processor hungry should have some instances pushed over to the second node.
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L FC1 Node1 - VMware Workstation

Flle Edit View %M Team ‘Windows Help

@Flﬁ Hode l

To see the load of each node in the cluster, from any node in the cluster, run the
command “mosmon” — try this now, staying on the first node. Shown in this screen
shot, the first node believes that both nodes are evenly distributing the load —
indicating that there are two “omtest.sh” script instances on each node.

At the system prompt (still on the first node), enter the

Action command “mosmon”, and press enter

You are now able to clearly see the load of your cluster, in a single screen. This
process should be repeatable on any node, so try now on the second node.
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Q:J FC1 MNode2 - YMware Workstation Q@]

Flle Edit View %M Team ‘Windows Help

Move to the second node. At the system prompt run the command “mosmon”. You
should see an identical load display to the first node.

At the system prompt (on the second node), enter the command

el “mosmon”, and press enter

You are now able to clearly see the load of your cluster, in a single screen; from either
node.

Congratulations, you have just confirmed that your cluster is working completely.
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6 Conclusion

This paper provides a basic, step-by-step process for installing a working openMosix
cluster. It uses only an off-the-shelf Linux distribution and two openMosix RPMs,
requiring no code modification or compiling whatsoever.

This process is repeatable. It requires no prior openMosix experience.

While this documentation is not intended to produce a production cluster, it is hoped
that it will provide a solid point from which to help some users perform cluster
configuration or cluster network debugging. It is hoped that this document will help
most new openMosix users to understand the openMosix node and cluster
configuration in a “clean” environment, allowing them to help themselves — to adapt a
working model to their own environments.

If this paper saves one person the frustration of debugging a foreign operating
environment in a foreign network environment, then it has been worth every page.
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7 References
7.1 Distributions

7.1.1 Fedora Core 1 (AKA: Yarrow)
http://download.fedora.redhat.com/pub/fedora/linux/core/1/

7.2 Software

7.2.1 openMosix

http://www.openmosix.org/
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8 Contact

8.1 Additions, Modifications and Deletions

For changes to this document, please refer to the author and revision history blocks in
the control page. Please report errors or omissions to the author.

8.2 Consultation

If you would like to discuss openMosix installation or other concepts related to this
white paper, then please contact the author;

lan Latter

Late night coder ...

Midnight Code

Email: lan.Latter@midnightcode.org
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